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Abstract—In this work, a methodology for controlling the
flight of an underwater energy-harvesting kite, termed enhanced
orientation-based control, is presented. This control technique
is shown to perform comparably to more complex, hierarchical
path-following control approaches that rely upon expensive and
unreliable localization sensors while performing significantly
better than simple orientation-based controllers that possess
a comparable degree of complexity. The periodic closed-loop
stability of a kite utilizing the proposed controller is validated in
a low-order simulation framework. From there, the performance
of the proposed controller is benchmarked against established
control techniques via a medium-fidelity simulation environment.
Finally, the efficacy of the proposed controller design is demon-
strated experimentally based on two testing results on a scaled
prototype Kkite.

Index Terms—Autonomous underwater vehicles, energy har-
vesting, nonlinear control, power generation, stability analysis.

NOMENCLATURE
Variable Description
0 Elevation angle.
A Azimuth angle.
0 Elevation rate.
A Azimuth rate.
Tkjox Ground-frame x-position.
Tk/o.y Ground-frame y-position.
Tkjo.z Ground-frame z-position.
[0) Roll angle.
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Iq Pitch angle.

4 Yaw angle.

Ugite Body-frame velocity x-component.

Vkite Body-frame velocity y-component.

Wkite Body-frame velocity z-component.

p Rotational rate about the kite’s
body-frame x-axis.

q Rotational rate about the kite’s
body-frame y-axis.

r Rotational rate about the kite’s

body-frame z-axis.

I. INTRODUCTION

VER the past few decades, there has been a sizable
O uptake in the adoption of marine hydrokinetic (MHK)
systems. These devices offer sustainable, cost-effective meth-
ods for harnessing tidal and ocean current energy. These
energy sources have immense potential, with an estimated 334
TWh per year of tidal energy [1] and 163 TWh per year
of ocean current energy [2] available off the coast of the
United States alone. To tap into this abundant resource, the
development of MHK systems that can provide utility-scale
power as well as power to remote locations is underway [3].
Beyond their applications at grid-scale, MHK systems also
play a crucial role in powering the “blue economy,” which
encompasses various offshore devices such as marine buoys,
autonomous vehicles, and navigational aids [4].

However, a significant challenge in harvesting tidal and
ocean current energy is that the regions with the highest
energy density are often not economically viable for deploying
MHK systems. This challenge arises due to factors like the
considerable depth of seabeds, as observed in the U.S. Gulf
Stream [5], or the distance from energy consumers. A similar
situation is encountered in wind energy, where the peak energy
density exists at altitudes ranging from 500 to 1000 m [6]. To
address this challenge, one solution is to use energy-harvesting
kites, which execute high-speed flight patterns that can deliver
significantly more power for a given mass and flow speed than
stationary turbines. Companies like Windlift [7] (airborne),
Kitepower [8] (airborne), and Minesto [9] (underwater) have
developed such systems. These kites, whether airborne or
underwater, follow figure-eight (or elliptical), cross-current
patterns perpendicular to the prevailing flow, as described in
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Fig. 1. Key variables in the dynamic model from [22] (used with permission).
The k and o frame orthonormal coordinate systems, elevation angle 6, azimuth
angle A, kite velocity ¥, as well as the distance from the o frame to the k
frame |ry/,| are shown.

[10]. This work will focus on figure-eight flight, which carries
the advantage that it does not introduce continual twists into
the tether and, therefore, avoids the need to introduce a slip
ring at the tether/kite interface. Similar to how a sailboat
can outpace the wind by positioning its sail at a desirable
angle of attack relative to the wind, kites use a high lift-
to-drag wing to achieve speeds 5-10 times higher than the
prevailing flow speed, thereby facilitating cost-effective energy
capture even in low-flow environments. The energy from these
kite systems can be harnessed using either onboard turbines
(referred to as “fly-gen” operation) or through cyclic spooling
of a ground-mounted winch system (referred to as “ground-
gen” operation). The present research focuses specifically
on the “fly-gen” operation, where electricity is generated by
onboard turbines and transmitted down the tether, as depicted
in Fig. 1.

In the realm of energy-harvesting kites, several aspects of
the control system significantly influence the average power
output over a cycle (the lap-averaged power). These attributes
include the width of the figure-eight pattern, its height, and the
mean elevation angle (the angle formed between the straight
line connecting the kite and the tether attachment point and the
horizontal plane). Consequently, there has been a proliferation
of studies over the past two decades that delve into opti-
mal control strategies and learning control mechanisms. For
instance, works such as [11], [12], [13], and [14] have applied
optimal control strategies to shape the figure-eight pattern of
the kite’s trajectory. Meanwhile, our group’s previous work in
[15] and [16] concentrated on optimizing the elevation angle
profile while taking flow turbulence into account.

Despite successful efforts to enhance power output through
control, the majority of previous works utilize control strate-
gies that require a measurement of the kite’s position, closing
the loop on a desired flight path (path-following control).
While this control strategy has proved extremely successful
experimentally in airborne systems, such as [7], measuring
the position of an airborne kite is made relatively easy through
the use of GPS. Conversely, knowing the precise position of
a fast-moving underwater kite in real time is extremely chal-
lenging, given that GPS signals cannot propagate underwater.
High-accuracy measurements of underwater position require
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expensive acoustic equipment such as an ultrashort baseline
(USBL) tracking system. These devices are both costly and
suffer from reliability issues in the presence of turbulent flows.
Furthermore, the majority of path-following control strategies
rely upon complex, multitiered hierarchical controllers [14],
[17]. When compared with a centralized controller, the advan-
tage of a hierarchical controller in this application is that the
presence of multiple nested feedback loops renders the closed-
loop system less sensitive to uncertainty in the dynamics of the
complex, highly nonlinear system. This robustness to model
uncertainty comes at a high development and calibration cost,
however, owing to the need to tune several layers of the
controller and a multitude of parameters. These issues neces-
sitate the development of low-complexity control strategies for
underwater kite systems that: 1) do not rely on direct position
measurements for closed-loop control and 2) minimize the
complexity of the control algorithm.

To avoid the complexity of path-following control, simpler
control strategies that rely upon orientation measurements
(orientation-based control strategies), conventionally via an
inertial measurement unit (IMU), have been developed and
implemented in our group’s prior work [18], [19]. These
strategies involve the tracking of periodic roll-and-yaw set-
point trajectories, enabling figure-eight flight. While reliable,
orientation-based strategies are less effective than control
strategies that close the loop on position directly [19]. A
large reason for this is the lack of control over the kite’s
elevation angle, 6. As described in [10], the power a Kkite
system can generate is proportional to cos® 6. At first glance,
it may seem desirable to simply target as low of an elevation
angle as possible. However, this approach is suboptimal in any
practical shear profile, where the depths closest to the seabed
are associated with the lowest flow speeds. In practice, there is
a time-varying optimal elevation angle for the kite to operate at
(as explored in [20]). Because orientation-based control alone
does not close the loop on elevation angle, power generation is
significantly reduced when compared to path-following control
strategies that do close the loop on elevation angle.

The present paper describes a novel control architecture,
termed enhanced orientation-based control, wherein the roll
angle setpoint trajectory is adjusted for a figure-eight to drive
the kite to a desired elevation angle. This control strategy
utilizes a depth measurement (pressure-based sensors capable
of rapidly and precisely measuring depth alone are inexpensive
and reliable), in combination with the measured tether length,
to estimate the value of 6. This enables closed-loop control
over the kite’s elevation angle. This strategy will be shown
to achieve similar performance to a path-following control
strategy and outperform an orientation-based control strategy,
while only relying upon measurements of orientation and
depth. We will present an orbital stability analysis of the
closed-loop system under this control technique, using a low-
order dynamic model. In previous work ([21]), a similar
low-order model was used to analyze the orbital stability
of an underwater kite using a path-following control strat-
egy. The stability properties identified in this analysis were
subsequently validated via stroboscopic intersection analy-
sis using a higher-fidelity dynamic model. While thorough,
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this previous work exclusively analyzed the orbital stability
properties of a single kite system using a path-following
controller. The present work uses a similar analysis technique
to validate the periodic stability properties of multiple kite
systems using both an orientation-based control strategy and
the proposed enhanced orientation-based control strategy (both
of which differ substantially from the control approach used
in [21]).

Following this orbital stability analysis, we will then present
simulations that use a medium-fidelity dynamic model to com-
pare the efficacy of the proposed control strategy to existing
control strategies (path-following control and orientation-
based control). Finally, experimental results benchmarking the
proposed control strategy with an orientation-based control
architecture using a prototype ocean energy harvesting kite
will be presented. In this work, two kite models are examined:
1) an open-source model described in our group’s prior
work ([14]) and 2) a proprietary model used for experimen-
tal studies. The parameters of the open-source kite design
are included in this work for reproducibility, and associated
analysis and simulation results are provided for this model
throughout the article. Given that the design of the second
kite model is proprietary, the parameters cannot be disclosed,
and the associated simulation and experimental results have
been nondimensionalized.

In summary, the contributions of this effort are as follows.

1) We present a control strategy for simultaneous tracking
of roll, yaw, and elevation angle setpoints.

2) We validate the orbital stability of a closed-loop sys-
tem utilizing the proposed control technique through a
Floquet analysis using a low-order dynamic model.

3) We present medium-fidelity dynamic simulation results
benchmarking the proposed architecture against existing
control strategies.

4) We present experimental results benchmarking the effi-
cacy of the proposed control strategy to an orientation-
based control strategy.

The remainder of this article is organized as follows. In
Section II, the dynamic models used in this work are intro-
duced. Following this, the details of the developed controller
design, as well as existing controller designs, are presented in
Section III. Next, the orbital stability of the closed-loop system
utilizing the proposed controller is demonstrated in Section I'V.
After demonstrating orbital stability, medium-fidelity dynamic
simulations of the three control strategies are presented in
Section V. Lastly, an experimental validation of the proposed
control strategy benchmarked against an orientation-based
control strategy is shown in Section VI.

II. PLANT MODEL
A. Low-Order Dynamic Model

A low-order dynamic model (developed in [23]) was used
to assess the orbital stability of a closed-loop system utilizing
the enhanced and original orientation-based control strategies,
discussed in further detail in Section III. This model consists
of four states: elevation angle (6), azimuth angle (1), elevation

rate (0), and azimuth rate (1) (illustrated in Fig. 1). The model
is described as follows:
6
A
= | _Fo(dema) (D
mL, cos(d)

Fa(@emd)
mL;

U
oD D

where m is the kite mass, L, is the tether length, ¢cmq is the
commanded roll angle, and Fy and F, are the net forces in
the elevation and azimuth directions, respectively, as described
in [23].

This model treats the desired roll angle as an input to
the plant, thereby eliminating the need for low-level roll
control by assuming perfect and instantaneous roll tracking.
Furthermore, this model assumes that the kite always travels in
the direction of its heading, negating the need for closed-loop
yaw control. While this model lacks the fidelity of the medium-
fidelity dynamic model, it has been used previously in the
airborne-wind community in several works ([24], [25], [26])
to analyze both the performance and stability characteristics
of kite systems. Its utility in performing these analyses is
justified by numerous demonstrations—both simulation-based
and experimental—of successful roll angle tracking and very
limited sideslip. The state variables used in this model and
their respective symbols are listed in Nomenclature.

B. Medium-Fidelity Dynamic Model

In addition to the low-order dynamic model, a medium-
fidelity dynamic model was used to simulate the performance
of a large-scale kite under the three control strategies discussed
in this work. This model was previously experimentally vali-
dated in [18].

In this dynamic model, a combination of rigid lifting bodies,
each subject to forces and moments induced by lift, drag,
buoyancy, and gravity, along with a lumped-mass tether, is
used to describe the system. Methods from [27] were utilized
to formulate the dynamics of the system while allowing for
the inclusion of added mass terms. Ultimately, this model
contains 12 state variables (three linear velocities, three angu-
lar velocities, three translational positions, and three Euler
angles) for the 6-degree-of-freedom kite, in addition to six
state variables for each node in the tether (three positions
and three velocities). The control inputs are the aileron,
elevator, and rudder deflections (denoted by 6,, 6., and §,,
respectively).

The kite is described by three body-fixed orthonormal unit
vectors, X, Y, and Z;, whose origin lies at the intersection
of the leading edge of the kite wing and the vertical plane
of symmetry, as depicted in Fig. 1. Note that, while the low-
order model discussed in Section II-A assumes the x-axis of
the kite’s body frame points out of the nose of the kite, the
medium-fidelity dynamic model described in this section and
depicted in Fig. 1 assumes that the kite’s x-axis points out
of the tail of the kite. This is done for consistency with past
work in [14], [19], and [21]. Orthonormal unit vectors X,,
v,, and Z, are used to describe the inertial reference frame.
The state variables describing the position and orientation (and
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rates of change of the position and orientation) of the kite
evolve according to the nonlinear equations of motion

b= M7 (716080607 - C (7)) @)

where
Ukite
Vkite
N Wkite 3)
p

q
r

and where e, Vkie» and wige are the %, i, and 7 direction
velocities of the kite, respectively, and p, ¢, and r are the
angular velocity components about the X, ¥, and Z; axes,
respectively. In (2), ¥, is the relative velocity vector of the
kite, the vector (¥,, [04, 8., 5,]7) is composed of the forces and
moments acting on the kite, the vector 5(\7,)17’, characterizes
Coriolis terms, and M} is an inertial matrix that accounts for
added mass. The derivation of these terms can be found in [27].
Readers are referred to [15] and [28] for a detailed derivation
of the forces and moments on the kite.

The tether is modeled as a chain of cylindrical links, which
are characterized as noncompressive spring-damper elements,
connected by nodes. Each node has three translational degrees
of freedom and is subject to forces due to tension, drag,
and gravity. The mathematical derivation of these forces is
available in [29]. The state variables used in this model, along
with their respective symbols, are listed in Nomenclature,
noting that the roll, pitch, and yaw angles represent standard
Euler angles describing the relative orientation of the ground
and kite frames.'

III. CONTROL DESIGN
A. Existing Control Architectures

Control strategies for guiding the flight path of a kite
system primarily focus on either tracking periodic roll and yaw
setpoints (resulting in figure-eight flight [19], [24]) or tracking
a prescribed 3-D path ([23], [30]). Typically, trajectories are
modeled as sinusoids using four parameters: roll amplitude
(Ag), yaw amplitude (Ay), frequency (w), and the phase offset
between the roll and yaw setpoints (p) as

Baes (1) = Ag sin (wt + p) 4
Waes (1) = Aw sin wt )

where ¢ges is the roll setpoint, ¢qs is the yaw setpoint,
and r is the time. These trajectories are tracked using
proportional—integral-derivative (PID) controllers, which
receive the roll and yaw errors (e; and e,) as inputs and
output desired roll and yaw moments (Crcmg and Cyema)-
These desired moments are then converted into the aileron
and rudder deflections expected to generate these moments
(6, and 6,) through a control allocation matrix that considers
the effect of each control input on the two moments, which
is a function of the apparent velocity of incident flow (vapp)

The medium-fidelity dynamic model used in this work is publicly acces-
sible at https://github.com/corelab-umich/DoEOceanKiteProject
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Common lower-level controller
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Fig. 2. Block diagram demonstrating an orientation-based controller.
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Fig. 3. Block diagram demonstrating a hierarchical path-following controller.

[18]. A block diagram describing this control technique is
shown in Fig. 2. Crucially, the mean elevation angle a kite
operating in orientation-based control is driven to is not an
easily calculable function of the roll and yaw setpoints. In
fact, this is difficult to identify without direct experimentation
or high-fidelity simulation, yet the elevation angle has a
significant impact on kite performance.

The latter of the two common control techniques, path-
following control, utilizes a four-layer hierarchical controller
(as depicted in Fig. 3) to guide the kite into tracking a
prescribed 3-D path [31]. The setpoints that define a figure-
eight flight path, given by the vector A, include the path center
elevation angle (6.), path center azimuth angle (1), elevation
sweep (Bsweep)> azimuth sweep (@gweep), and tether length (L;).
The first level selects a desired velocity angle (yges), which
specifies the direction of the kite’s velocity vector. The second
level selects a desired tangent roll angle (¢undes), Which
represents the kite’s bank angle relative to the instantaneous
sphere it is flying on (whose radius is dictated by the tether
length), as needed to achieve the desired velocity angle.
The third and fourth layers are comprised of the common
lower-level controller shown in Fig. 2, taking in tangent roll
error and the hydrodynamic sideslip angle (8) in place of
the roll and yaw errors, to compute the aileron and rudder
deflections needed to track the path. This control technique
has been demonstrated to be extremely effective when applied
to airborne kites in practice ([7], [32]) and underwater kites
in simulation ([30], [33]). However, simulation-based analysis
on underwater kite systems does not consider the practical
limitations of measuring each of the variables required for
the implementation of the path-following controller, nor does
it account for the complexity of tuning this controller in the
field.
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Block diagram demonstrating the common angle of an attack

Fig. 4.
controller.

All flight controllers discussed in this work use a common
controller to modulate the kite’s angle of attack (AoA or a) to
a desired value (aqcs) by varying the elevator deflection (8,) as
shown in Fig. 4. This controller is not included in the above
block diagrams, as linearization-based analysis has shown the
lateral and longitudinal dynamics to be decoupled under small
perturbations [31].

B. Challenges Associated With Path-Following Control

One of the largest challenges of implementing path-
following control on an underwater kite lies in obtaining a
fast, reliable, and accurate measurement of the kite’s position.
Despite disturbances induced by ocean waves and swells, a
measurement of a kite’s z position can be obtained using
only an onboard depth sensor. Conversely, measurements of
an underwater kite’s x and y positions are much more difficult
to capture. Existing sensors capable of such measurements,
namely USBL systems, suffer from a host of issues. First,
these systems are subject to significant measurement noise
when moving at the considerable speeds associated with cross-
current flight. Furthermore, in typical use cases, USBL systems
are complemented by a Doppler Velocity Log (DVL) sensor
capable of measuring ground frame velocity by acoustically
pinging the seabed. Using these sensors in tandem, a dead
reckoned position estimate (via a DVL) is corrected via peri-
odic fixes (via the USBL). With many autonomous underwater
vehicles, hours or days can go by between USBL-based fixes,
and the DVL-based estimate can accumulate several meters
of drift error over this period without serious consequences.
While this approach works well in the context of typical
autonomous underwater vehicles, such an arrangement is much
more problematic for kites, which require positional accuracy
typically well within 1 m to execute reliable path-following.
Beyond the low quality of measurements made by these
systems, USBL units are very costly, driving up the levelized
cost of energy (LCOE) of any kite system utilizing one.
Lastly, USBL systems emit powerful acoustic signals that can
endanger undersea wildlife, thereby limiting the regions where
a kite utilizing a USBL can be installed.

Path-following control architectures, like the one displayed
in Fig. 3, rely upon hierarchical controllers requiring sev-
eral layers of sequential control. That being said, in kite
systems, a hierarchical control architecture is generally pre-
ferred to a centralized control architecture since the use of
multiple nested feedback loops provides a necessary level of
robustness in the presence of modeling uncertainties. While
still preferred to centralized control architectures, the use of
multitiered hierarchical control in kite systems presents two
primary issues: computational demands and tuning concerns.

Sest
Compute Paes

® -
desired roll +

based on (e

| estimated path |0Wer—|cﬁve|
position and controller

Yaes + . [
elevation angle g >
Y

Qdes

Oest R

Fig. 5. Block diagram demonstrating the enhanced orientation-based con-
troller.

With regard to computational demands, hierarchical controllers
require faster base sampling rates than centralized controllers,
as a fundamental assumption of hierarchical control is that
the lower levels of control act quickly relative to the upper
levels. Additionally, when implementing a hierarchical path-
following controller, careful and tedious tuning of all layers
of the hierarchical controller is needed to ensure robustness
across a range of operational conditions. This tuning process
is iterative, requiring the lower level of control to be tuned
first before moving up layer by layer, re-tuning each layer at
every iteration as needed until the desired stability and tracking
objectives are met.

C. Novel Control Technique: Enhanced Orientation-Based
Control

The primary contribution of this work is the presentation of
a novel control strategy, termed enhanced orientation-based
control, which enables a kite to fly in periodic orbits at
a desired elevation angle using only orientation measure-
ments and depth measurements. This technique combines the
simplicity of orientation-based control with the performance
of path-following control. A block diagram describing this
control technique is shown in Fig. 5. In this block diagram,
Sest 18 the estimated position of the kite on the figure-eight
flight path (parameterized between 0 and 27). An open-loop
estimate of Sy oL is calculated as follows using the setpoint
frequency (w):
Sestor, = wt mod 2. 6)

While this open-loop estimate of path position was used
throughout this work and shown to be sufficient for controlling
the kite to a desired elevation angle (as examined in Sections
V and VI), a closed-loop estimator can also be implemented
if a measurement of azimuth angle is available. Using a
(potentially noisy and/or infrequently updated) measurement
of the azimuth angle, a Kalman filter can be implemented to
calculate a filtered closed-loop estimate (Aey), as follows:

- /lest) (7)

where A is the amplitude of the azimuth sweep, K is the
corrector gain, and Apes iS the measured azimuth angle.
Using this estimate of azimuth, a closed-loop estimate of path
position, Seg cL, can be obtained as follows:

. A
Aest = wE COos Sest,OL + K (Aes

/lCSt
A2 ®

S est,cL = arcsin
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path index € (0,7) path index € [, 27r]

N3

Fig. 6. Diagram showing the roll setpoint augmentation term’s sign-changing
logic. In the image on the left, the kite is driven to a lower elevation angle
by increasing its roll angle positively to target a lower elevation angle fges.
Conversely, in the image on the right, a lower elevation angle is achieved by
increasing the kite roll angle in the negative direction.

The estimated elevation angle error shown in this block
diagram, 6.y, is calculated as follows:

Bese = arcsin Z?te 9)

t
where zyje is the z-position of the kite (obtained through
a depth measurement sensor) and L, is the deployed tether
length. While the yaw angle setpoint trajectory is calculated
identically to that of the orientation-based controller, (5), the
roll angle setpoint, ¢, is calculated as

Paes = Ay Sin (Wt + p) + cos (Sese) Co (10)

where cy, the output of the elevation angle controller, is the
output of the following proportional-integral (PI) controller:
t
Co =kp’g €9+ki,g/ ey df. (11
0

Here, k¢ and k; are proportional and integral gains, respec-
tively, and ey is a filtered elevation angle error, which is the
output of the following first-order filter:

1

ép = . (eg.inst — €0) (12)

where ey ins 1S the instantaneous elevation angle error (given
by 6Oges — Best) and 7 is the filter constant. The output of the
elevation angle controller, ¢y, is modified continuously.

The fundamental premise of the enhanced orientation-based
controller is that a desired elevation angle can be reached
by appropriately modifying the kite’s roll angle based on
its estimated position along the figure-colorblackeight path.
An intuitive illustration depicting the underlying physics that
makes this approach work is given in Fig. 6. When presented
with a negative elevation angle error, the kite will roll more
aggressively on the straight always of the figure-eight to reduce
the elevation angle. Because the sign of the roll adjustment
needed to lower the kite’s mean elevation angle reverses the
sign every half-period based on which direction the kite is
flying, the cosine of the estimated path position is multiplied
by the output of the elevation angle controller. The result of
this added control input is a phase shift in the roll setpoint and
an adjustment in magnitude. However, unlike a trial-and-error
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TABLE I

NUMBER OF TUNABLE GAINS AND PARAMETERS IN EACH CONTROL
ARCHITECTURE

Control Strategy Tunable Gains and Parameters

Orientation 12
Enhanced Orientation 16
Path-Following 24

process of tuning the phase shift and amplitude to reach a
desired elevation angle, the proposed controller performs this
adjustment automatically as a function of the elevation angle
error, with very little added complexity in terms of required
tuning parameters or sensors.

To quantitatively compare the complexity of the three con-
trol strategies, the number of control gains and parameters
associated with each strategy is shown in Table I. As can be
seen in Table I, the path-following control strategy contains
twice the number of tunable gains and parameters when com-
pared to the orientation-based strategy and 50% more gains
and parameters than the enhanced orientation-based strategy,
representing a notable difference in complexity.

IV. ORBITAL STABILITY ANALYSIS

In this section, we analyze the limit cycle stability of the
closed-loop system governed by the enhanced orientation-
based control strategy. In the context of a kite system, orbital
stability means that—under constant environmental conditions
and controller parameters—the closed-loop system will con-
verge to a steady limit cycle. Furthermore, when perturbed
from this limit cycle, the transient deviations from the nominal
trajectory must remain close in magnitude to the magnitude
of the perturbation before converging back to the nominal
trajectory. In this work, orbital stability is assessed using a
Floquet analysis on the low-order dynamic model. This model
is used for this analysis for two key reasons. First, elevation
angle—the measurement that the enhanced orientation-based
controller closes the loop on by adjusting the periodic roll
setpoint—is a state in this model (as opposed to a nonlinear
function of state variables as in the case of the medium-
fidelity model). Furthermore, this dynamic model negates the
fast dynamics associated with roll control, instead treating kite
roll angle as an input to the plant. Through prior experimental
results in [18] and [19], these low-level controllers have been
shown to converge quickly and track accurately, demonstrating
the fast dynamics associated with roll tracking and validating
this assumption. In addition to reducing the number of state
variables, making the Floquet analysis feasible to perform, this
assumption allows the stability characteristics of the controller
to be analyzed directly without considering the effects on
downstream controllers used to control the kite to a desired
roll angle.

A kite model previously examined in [14] was used to
characterize the orbital stability of the closed-loop system
under the proposed controller. The plant parameters of this kite
model are described in Table II. A more detailed description
of the plant model, including the lift-drag characterization of
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TABLE I
OPEN-SOURCE KITE PLANT PARAMETERS

Variable | Description Value Units
s Wingspan 10 m

c Root Chord Length 1 m

AR Aspect Ratio 11.1 -

TR Taper Ratio 0.8 -

AP Airfoil Profile 2412 NACA
Nturb Number of Turbines 4 -

m Kite Mass 2857 kg

d Tether Diameter 1.44 cm
Cd,thr Tether Drag Coefficient 0.5 -

TABLE III
LOW-ORDER MODEL OPEN-SOURCE KITE CONTROL PARAMETERS

Variable | Description Value Units

Ly Tether Length 300 m

Ag Roll Amplitude 40 °

e Kite AoA 2.5 °

w Roll Frequency 0.0349 | rad
s

Odes Elevation Angle Setpoint 45 °

kp.o Elevation Angle Proportional Gain -3 ﬁ

ki o Elevation Angle Integral Gain -0.002 | st

T Figure-eight Period 180 S

each lifting surface, can be found in [14]. Parameters of the
controller used in this section are listed in Table III.

A. Defining Orbital Stability

The steady figure-colorblackeight flight pattern of the kite
can be characterized as a limit cycle. For that limit cycle to
be stable, the transient deviations from the nominal trajectory
must remain close in magnitude to the perturbation before
converging back to the nominal trajectory. In the context of
kite systems, in particular, this notion of orbital stability is
crucial in ensuring the reliable and safe operation of the
system. Floquet analysis can be used to assess this orbital
stability.

As mentioned previously, the low-order dynamic model
(described in Section II) was used in this analysis. We consider
the case of a constant flow speed, allowing the system to be
modeled as an autonomous system. For a given set of design,
control, and environmental parameters P = P, the closed-loop
system can be described by

)?:f()?,ﬁ)

where ¥ is the state vector.

To assess orbital stability, we consider a fixed point %, on
the kite’s limit cycle trajectory, which resides in the lower-
dimensional subspace and represents the point where the
nominal trajectory intersects the subspace. To formalize the
notion of orbital stability, we define #; as the kth intersection
point of the periodic orbit with the lower-dimensional sub-
space. This intersection marks the conclusion of the kth period.
To be considered orbitally stable, the system must satisfy the

13)

condition that, for every € > 0, there exists some § > 0 such
that

1€ (t0) = Xoll <6 = [IX (1) — Xoll < € (14)

for all positive integer values of k.
Furthermore, the system is classified as orbitally asymptot-
ically stable around X if, in addition to meeting the condition
defined in (14), the following attractiveness condition is met:
lim )?(l‘k) = )?0.

k—o0

15)

B. Floquet Analysis Formulation

For this analysis, we consider an autonomous system, as
described in (13), that admits a steady periodic solution, )?O(t),
with period 7. The realized trajectory can be decomposed
into the sum of the steady periodic solution and a deviation
from this solution, y(¢), termed the “disturbance signal.” The
disturbance signal is then superimposed on the steady solution
as follows:

0 =X +70).

By assuming that f, as defined in (13), is at least twice
continuously differentiable, a Taylor series of (16) about X
can be expressed as follows:

(16)

F=A ()?0, ﬁ) ¥+ HOT (17)
where A()?o, ﬁ) is the matrix of the first partial derivatives of
f with respect to the state vector and HOT represents higher-
order terms [34]. In linear-system terms, A()?o,ﬁ) represents
the periodic, linearized A matrix of the nonlinear system f.
Negating the higher-order terms, (17) can be expressed simply
as

j?zA()?o,ﬁ))')’. (18)
This linear equation has n linearly independent solutions ¥;(7),
where n is the number of state variables and i = 1,2,...,n.
These solutions can be composed into an n X n fundamental
matrix solution of the form Y(¢) = [¥,(£)y,(2), . .., ¥,(¢)]. Since
the system is periodic (with a known period T, Y(t + T) =
i@ + T)(t + T),..., ¥ + T)] is also a fundamental
matrix solution. Given that (18) has, at most, n linearly
independent solutions, and because ¥;(¢) to y,(z) are linearly
independent solutions, the vectors ¥;(t + T) are comprised of
linear combinations of ¥;(¢). As such, for some constant matrix
@, the following equation holds:

Ye+T)=Y(@®)D. 19)

The matrix @, also known as the monodromy matrix, describes
the cycle-to-cycle dynamics of the system. The eigenvalues
of @, also known as the Floquet multipliers of the system,
determine the local orbital stability of the limit cycle. In
particular, all but one of these eigenvalues must lie within
the unit circle (where the final eigenvalue is guaranteed to lie
at a location of A = 1, reflecting the fact that any perturbation
that does nothing other than delaying or advancing the time at
which the kite intersects the lower-dimensional subspace will
result in every successive intersection being correspondingly
delayed or advanced).
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In this work, the dynamic model described in Section II-A
was used in concert with the orientation-based and enhanced
orientation-based strategies to numerically derive the mon-
odromy matrix for several representative operating conditions.
To perform this analysis, it is necessary to calculate the matrix
A(Xy, P) described in (17) and (18). This is the time-varying,
linearized A matrix of the closed-loop, nonlinear kite and
controller system. Considering the enhanced orientation-based
controller and the dynamic model described in Section II-A,
the dynamics of the closed-loop system are as follows:

0 0 01 0 0 07]fe
A 0 0 0 1 0 0]fa
6 {0 0 0 0 0 O0]]|86
Al7]l0o 0 0 0 0 o2
2 0 0 0 0 0 1]|fe
g 10 1 0 0 Z]les

0

0

sec (D) Fg(Paes (1,€0,80))

mlL,
T Faas(tensn)
mL,
0
_ades
i

(20)

where @ges is described in (10) and &g = fot egdt. Linearizing
this system analytically about a nominal value of the state
vector Xpom € Xo at time fpoy yields

50 0 0 1 0 0 0 50
61 o 0o 0 1 0 0 A
so|_|0 &G 0 o0 & 4 50
il o o o o A & A
K (& (& _
deg 0 0 0 0 0 1 52y
0¢ o 1 0 o 4], [de
(21
where
86 sec () tan (VFy (aes (1. €0, 20)) o
a1~ mL,
a0 _ sec () 9Fy (e (1, €0, €0)) 23)
aég mL, 6@9
3_9 _ sec () OFy (¢aes (1, eg, &) 24)
Oey mL, )
01 1 OF)(¢aes (1, €0, 2))
—=— 25
oy mlL, 02, (25)
and .
A 1 OF es (1, eg, 2
04 _ 1 OFa(¢acs (1, €. 20) 26)

deg

The matrix shown in (21) is the symbolic representation of the
matrix A(Xy, P) evaluated at a single point along the periodic
orbit X,. Given the complex, expressions used to describe the
partial derivatives of @ and A with respect to A, &, and ey,
it was impractical to derive a fully symbolic representation
of A(Xo,P) in terms of all of the system parameters and
corresponding partial derivative expressions evaluated along
the nominal trajectory. As such, this matrix was identified
numerically using MATLAB/Simulink. For a given kite model,

mL; Oeg
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Open Source Kite Monodromy Matrix Eigenvalues
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Fig. 7. Eigenvalues of the monodromy matrix under the enhanced and original
orientation-based control for the open-source kite model under multiple flow
conditions and elevation angle filter time constants.

control strategy, and set of operating conditions, the dynamics
of the kite were simulated in MATLAB/Simulink using the
nonlinear model shown in (20), until a consistent periodic orbit
was achieved. From there, the time-varying matrix A(}?o,ﬁ)
was identified by linearizing the system about its periodic
orbit via numerical perturbation using MATLAB’s linearize
function. Using this time-varying matrix, the monodromy
matrix was then identified for a given set of parameters via
numeric integration.

C. Floquet Analysis Results

Following the procedure outlined above, the eigenvalues
of the monodromy matrix (i.e., the Floquet multipliers) were
identified for two environmental conditions as well as three
control strategies—original (nonenhanced) orientation-based
control, enhanced orientation-based control with an elevation
angle filter constant of 1.57, and enhanced orientation-based
control with an elevation angle filter constant of 37, where
T is the figure-eight period. Note that the orbital stability of
the path-following control strategy was not examined, as it
was demonstrated previously in [21] using a distinct dynamic
model of similar order.

Utilizing the model parameters given in Table III, the
nonunity Floquet multipliers for the three control strategies
and the two environmental conditions are shown in Fig. 7.
The same analysis was performed for both the open-source
and proprietary model under two undisclosed environmental
conditions representative of the proprietary kite’s intended
operating conditions. The calculated Floquet multipliers for
the same three control strategies are shown in Figs. 8 and 9.
In all cases, all Floquet multipliers are shown to be within the
unit circle, thereby demonstrating orbital stability.
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Proprietary Kite Monodromy Matrix Eigenvalues
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Fig. 8. Eigenvalues of the monodromy matrix under enhanced and original
orientation-based control for the proprietary kite model under multiple flow
conditions and elevation angle filter time constants.

Open Source Kite Monodromy Matrix Eigenvalues
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Fig. 9. Eigenvalues of the monodromy matrix under the enhanced and original
orientation-based control for the open-source kite model under identical
environmental conditions to the proprietary Kite.

V. SIMULATION STUDY

In this section, simulations using the medium-fidelity
dynamic model are presented to benchmark the performance
of the enhanced orientation-based control strategy, as well as
the original orientation-based control strategy, to a well-tuned
path-following controller. In the simulation studies discussed
in this section, a full-scale model applicable to both considered
kite designs was utilized. Note that the simulation results
presented in this section for the proprietary kite are normalized

9
TABLE IV
OPEN-SOURCE KITE CONTROL PARAMETERS
Variable | Description Value Units
Ly Tether Length 500 m
a Path Width 90 m
b Path Height 30 m
Qlset Kite AoA Setpoint 8 ©
Odes Elevation Angle Setpoint 30 °
kp.o Elevation Angle Proportional Gain -3 %
ki Elevation Angle Integral Gain -0.01 s—1t
by the following expression:
£
v
Prorm = P (27)

FPavgmax
VE max

where P is the power, Pnom is the normalized power, and

Pavemax and vgma correspond to the lap-averaged power and

flow conditions that result in the largest value of (P/ v}) across

all flow conditions, respectively.

A. Performance Comparison: Path-Following,
Orientation-Based, and Enhanced Orientation-Based Control

The performance of the three control strategies was assessed
at three flow speeds with a consistent tether length. Path
parameters for the path-following controller were defined
based on guidelines defined in [14]. The orientation-based
controller was tuned to track sine-wave approximations of the
roll-and-yaw angles achieved by the path-following controller.
The enhanced orientation-based controller utilized the same
yaw setpoint trajectory but augmented the roll trajectory as
described in Section III, driving the kite to the same mean
elevation angle achieved by the path-following controller.
Across the three control strategies, a common controller was
utilized to control the kite’s angle of attack to a constant value.

The control parameters used for the open-source kite in
this simulation are listed in Table IV. The three flow speeds
assessed in these simulations ranged from 0.5 to 1 m/s.

Using the open-source kite model under the described
control and environmental conditions, the raw and normalized
lap-averaged power outputs for the three strategies are shown
in Figs. 10 and 11.

Simultaneously, using the proprietary kite model, the nor-
malized, lap-averaged power outputs for the three strategies
are shown in Fig. 12 for three nondimensionalized flow speeds
and a constant tether length and elevation angle setpoint.

As shown in Figs. 10 and 12, the enhanced orientation-
based control strategy generated between 88.4% and 97.3%
of the power generated by the path-following controller for
the open-source kite and between 81.1% and 86.5% of the
power generated by the path-following controller for the
proprietary kite. At the same time, orientation-based control
alone generated a mere 48.9.%—-53.6% of the power generated
by the full path-following controller for the open-source kite
and between 68.7% and 69.9% of the power generated by
the full path-following controller for the proprietary kite. To
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i Open Source Kite: Average Power vs Flow Speed
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Fig. 10. Average power versus flow speed for path-following, enhanced
orientation-based, and original orientation-based control strategies, for the
open-source kite design.

Operll Source Kite: Normalized Average Power vs Flow Speed
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Fig. 11. Normalized average power versus flow speed for path-following,
enhanced orientation-based, and original orientation-based control strategies,
for the open-source kite design.

date, this is the first direct performance comparison between
kite systems using an orientation-based and path-following
controller.

For both kites, the enhanced orientation-based control strat-
egy is shown to perform comparably to the path-following
controller. For the open-source kite design, the raw and
normalized power profiles for the three control strategies at
a flow speed of 0.75 m/s are shown in Figs. 13 and 14.
Normalized power profiles under the three control strategies
using the proprietary kite with an arbitrary flow profile are
shown in Fig. 15.

Traces of the final flight paths achieved by the three control
strategies are shown for the open-source kite design in Fig. 16
and for the proprietary kite design (normalized to the tether
length) in Fig. 17. While the kite’s elevation angle was
driven by the same mean elevation angle as the path-following
controller, the path flown by the enhanced orientation-based
controller is comparatively oblong, with lower elevation
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Pro?rietary Kite: Normalized Average Power vs Flow Speed
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Fig. 12. Normalized power versus flow speed for path-following, enhanced
orientation-based, and original orientation-based control strategies, for the
proprietary kite design.
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Fig. 13. Power profile for the open-source kite design utilizing the three
control strategies operating in a 0.75-m/s flow.

angles at the edges of the figure-colorblackeight than at
the center. This suboptimal path shape leads the enhanced
orientation-based controller to perform marginally worse
than the path-following controller when a well-selected path
geometry is flown. However, the benefit of the enhanced
orientation-based controller lies in its significantly lower
complexity.

VI. EXPERIMENTAL VALIDATION

In this section, the experimental validation of the enhanced
orientation-based control strategy will be presented and bench-
marked against the original orientation-based approach using
a scaled-down prototype of the proprietary kite discussed pre-
viously. To validate the proposed control strategy, a prototype
kite of unspecified scale was tested experimentally in a large
lake with over 30 m of available depth and negligible current
over the entire test domain. Note that details regarding the
kite’s size and precise testing location cannot be disclosed due
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Fig. 14. Normalized power profile for the open-source kite design utilizing
the three control strategies operating in a 0.75-m/s flow.
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Fig. 15. Power profile for the proprietary kite utilizing the three control
strategies operating in a realistic flow environment.

to the proprietary nature of the project. In these experiments,
the kite was towed behind a boat at a constant speed to sim-
ulate an ocean current. A diagram depicting the experimental
setup is shown in Fig. 18.

For these experiments, the integral gain in the enhanced
orientation-based controller (k;y) was set to zero, as propor-
tional control was found to be sufficient to drive the Kkite
sufficiently close to the desired elevation angle. Addition-
ally, as in the simulated case, the enhanced and original
orientation-based controllers tracked the same yaw set-
point trajectories, with the roll setpoint trajectory modified
as a function of elevation angle error as described in
Section III.

The average normalized powers generated by the kite in
these experiments across a range of flow speeds and tether
lengths are shown in Fig. 19. Power generation under enhanced
orientation-based control consistently exceeded power gener-
ation under the original orientation-based control. Time-series

Open Source Kite Flow Speed=0.75m/s Paths

B A Path-Following
200 4 \}{\ \ - = = Orientation
st ~! Enhanced Orientation
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N
140 1 :
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240 i 50
260 0
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Fig. 16. Flight trajectories flew by the open-source kite for a flow speed of
0.75 m/s. As shown, the enhanced orientation-based controller drives the kite
to a comparable elevation angle as the path-following controller despite an
initial offset.

Proprietary Kite Tether Length Normalized Paths
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Fig. 17. Flight trajectories flew by the proprietary kite for an arbitrary flow
profile. The enhanced orientation-based controller is shown to drive the kite
to a comparable elevation angle as the path-following controller despite an
initial offset.

[ wineh Redirec
Pulley

Fig. 18. Diagram depicting the experimental setup including the kite, tether,
A-frame (used to suspend the redirect pulley), redirect pulley, and winch (used
to adjust tether length).

comparisons of normalized power data for a single flow
condition and tether length are plotted in Fig. 20. This
figure also shows the predicted power generated using the
medium-fidelity simulation model. While the simulation pre-
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Fig. 19. Experimentally obtained normalized power generated by the

enhanced orientation-based and original orientation-based control strategies.
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Fig. 20. Experimentally obtained normalized time-series data comparing
power generated under enhanced and original orientation-based control under
similar tether length and flow conditions along with simulation-based predic-
tions.
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Fig. 21.
setpoints.

Normalized experimental and simulation-predicted roll and roll

dictions generally agree with the data, the simulation was
conducted under the assumption of a constant flow speed
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Simulated and Experimental Yaw Tracking
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Fig. 22. Normalized experimental and simulation-predicted yaw tracking.
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Fig. 23. Normalized experimental and simulation-predicted roll elevation

angle and setpoint.

(equal to the root mean square average speed of the boat),
whereas the actual boat exhibited some speed variation due
to time-varying loading from the tether. Additional figures
comparing the roll tracking, yaw tracking, and elevation angle
tracking for this flow condition and tether length, along
with the simulated predictions of these values, are shown
in Figs. 21-23, respectively. In all cases, the measurements
and setpoints are normalized by the largest value of the
associated variable. Note that in Fig. 23, the measured ele-
vation angle is shown to vary significantly between cycles,
leading to imperfect elevation-angle tracking. This was largely
caused by a combination of the boat’s heave and nonconstant
velocity.

As shown in Fig. 19, the enhanced orientation-based control
strategy outperformed the original orientation-based control
strategy by 9.6%-18.8%, demonstrating a sizable increase
in power generation. Note that the tow speeds across test
cases vary slightly between comparable data points, as the
speed of the boat over the ground was not perfectly constant.
Furthermore, the root-mean-cubed flow speed over a given
trial was used to represent the average flow speed over the
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trial, given that power generated is proportional to flow speed
cubed [10].

While significant, the enhancement in performance is
shown to be more limited at high tow speeds. This can be
attributed to size limitations on the available space for figure-
colorblackeight flight. In particular, the higher kite speeds
that are made possible through enhanced orientation-based
control result in larger figure-colorblackeight paths (for a
given period) at lower elevation angles. Because the kite
is operating in a towed setup, with the tether release point
slightly above the surface of the water, it is operating at
a relatively shallow depth. As a consequence, sufficiently
large figure-colorblackeight paths at sufficiently low elevation
angles will cause the kite to breach the surface. The only
way to avoid this is to curtail flight by intentionally either:
1) increasing the elevation angle setpoint or 2) decreasing
the figure-colorblackeight period (or both). It is at high tow
speeds where this curtailment was required (since the kite
was pushing the limits of what could be achieved with
the tow testing system at these tow speeds), and more
curtailment was required for the enhanced orientation-based
controller.

VII. CONCLUSION

In this work, a novel kite control strategy, termed enhanced
orientation-based control, was presented. In this control
modality, a kite is driven to a desired elevation angle through
modification of a periodic roll trajectory. The new control
strategy was shown to drive a kite to converge to a stable
limit cycle through the presented Floquet analysis. Simu-
lations show the enhanced orientation-based controller to
generate between 88.4% and 97.3% of the power generated
by the path-following controller for one kite model and
between 81.1% and 86.5% of the power generated by the
path-following controller for another kite model, all with-
out requiring the need for expensive and often unreliable
localization sensors. This demonstrates a sizable improve-
ment compared to the original orientation-based control
strategy, which generated between 48.9% and 53.6% of the
power generated by the path-following controller for one
kite model and between 68.7% and 69.9% of the power
generated by a path-following control strategy for another
kite model. Lastly, the novel control strategy was tested
experimentally in a lake-based tow testing setup. The enhanced
orientation-based control strategy was shown in experi-
ments to consistently outperform the orientation-based control
strategy by between 9.6% and 18.8%. The novel control
strategy proposed and tested in this work offers high perfor-
mance without the need for expensive and often unreliable
underwater localization sensors and difficult-to-tune multi-
tiered hierarchical controllers, driving down the LCOE and
improving the economic viability of these renewable energy
systems.
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